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Figure 1. EMOCA regresses 3D faces from images with facial geometry that captures the original emotional content. Top row: images of
people with challenging expressions. Middle row: coarse shape reconstruction. Bottom row: reconstruction with detailed displacements.

Abstract

As 3D facial avatars become more widely used for com-
munication, it is critical that they faithfully convey emo-
tion. Unfortunately, the best recent methods that regress
parametric 3D face models from monocular images are
unable to capture the full spectrum of facial expression,
such as subtle or extreme emotions. We find the stan-
dard reconstruction metrics used for training (landmark re-
projection error, photometric error, and face recognition
loss) are insufficient to capture high-fidelity expressions.
The result is facial geometries that do not match the emo-
tional content of the input image. We address this with
EMOCA (EMOtion Capture and Animation), by introduc-
ing a novel deep perceptual emotion consistency loss dur-
ing training, which helps ensure that the reconstructed 3D
expression matches the expression depicted in the input im-
age. While EMOCA achieves 3D reconstruction errors that
are on par with the current best methods, it significantly out-
performs them in terms of the quality of the reconstructed
expression and the perceived emotional content. We also di-
rectly regress levels of valence and arousal and classify ba-
sic expressions from the estimated 3D face parameters. On
the task of in-the-wild emotion recognition, our purely geo-
metric approach is on par with the best image-based meth-
ods, highlighting the value of 3D geometry in analyzing hu-
man behavior. The model and code are publicly available
at https://emoca.is.tue.mpg.de.

1. Introduction

Teaching computers to see humans and understand their
behavior is a long-standing goal of computer vision. To ac-
complish this, computers need to understand how humans
look, how they move, and what they feel. Faces and their
emotional expressions provide an important source of infor-
mation about a person’s internal emotional state. To sup-
port automated analysis of emotional state, we capture a
person’s face, including its 3D shape, pose, and facial ex-
pression, given a single RGB image. To do so, we go be-
yond prior work to extract 3D geometry that carries rich
emotional content. We focus on parametric methods (i.e.,
animatable and model-based) due to their wide applicability
for 3D avatar creation [36], image synthesis [32,81], video
editing [4 1, 84] and face recognition [9, 68].

The field of 3D face reconstruction has rapidly advanced
over the last two decades; see Egger et al. [22] for a review.
Existing methods that estimate 3D face models struggle to
capture facial expressions in detail and often produce 3D
shapes that do not carry the emotional content of the input
image. This has several causes. First, some 3D face models
lack sufficient expressiveness to capture subtle or extreme
expressions. Second, reconstruction metrics like landmark
reprojection loss [8], photometric loss [10], face recogni-
tion loss [30], or multi-image consistency losses [73, 80],
are either not affected by facial expressions, or require per-
fect image alignment to capture subtle cues. Subtle changes
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in geometry, however, can result in large differences in the
perceived emotion. We argue that, to recover 3D expres-
sion accurately, we need a new reconstruction metric that
measures differences in expressions between the 3D recon-
struction and the input image.

To that end, we describe EMOCA (EMOtion Capture
and Animation), a neural network that learns an animatable
face model from in-the-wild images without 3D supervi-
sion. The design of our method is inspired by advances
in the field of facial emotion recognition, which has made
tremendous progress to date on estimating affect (or emo-
tion) from in-the-wild-images [50]. Specifically, we train
a state-of-the-art emotion recognition model, and leverage
this during training of EMOCA as supervision. EMOCA
introduces a novel perceptual emotion consistency loss that
encourages the similarity of emotional content between the
input and rendered reconstruction.

While the new emotion consistency loss results in better
reconstructed emotions, this alone is insufficient. Large im-
age datasets used by previous 3D reconstruction methods,
while containing a large number of subjects of diverse eth-
nicities, lack emotional expressivity [14, 17,44,92]. Large
datasets with facial expressions, valence, and arousal in-
the-wild, on the other hand, while rich in emotions, do
not provide multiple images per subject in diverse condi-
tions [7,13,46-48,57,91] and smaller datasets in controlled
settings are not suitable for deep learning [54-56, 60, 78].
Multiple images of the same person, however, are required
to train current state-of-the-art 3D face reconstruction meth-
ods [19,27,73]. To overcome this, EMOCA builds on top
of DECA [27], a publicly available 3D face reconstruction
framework that achieves state-of-the-art identity shape re-
construction accuracy [29, 73]. Specifically, we augment
DECA’s architecture with an additional trainable predic-
tion branch for facial expression, while keeping other parts
fixed. This enables us to only train the expression part of
EMOCA on emotion-rich image data [57], which results
in improved emotion reconstruction performance, while re-
taining DECA’s identity face shape quality.

Once trained, EMOCA reconstructs a 3D face from a
single image (Fig. 1), it significantly outperforms previ-
ous state-of-the-art methods in terms of the reconstructed
expression quality, it preserves the state-of-the-art identity
shape reconstruction accuracy, and the reconstructed face
can be readily animated. Further, the expression parame-
ters regressed by EMOCA convey sufficient information for
in-the-wild emotion recognition, with on-par performance
with the best image-based methods [86].

In summary, our main contributions are: 1) The first ap-
proach to reconstruct an animatable 3D face model from
an in-the-wild image, that is capable of recovering facial
expressions that convey the correct emotional state. 2) A
novel perceptual emotion-consistency loss that rewards the

accuracy of the reconstructed emotion. 3) The first 3D
geometry-based framework for in-the-wild emotion recog-
nition, with comparable performance to current state-of-
the-art image-based methods. 4) The code and model
are publicly available for research purposes at https:
//emoca.is.tue.mpg.de.

2. Related work

Monocular face reconstruction: Reconstructing 3D face
shape from images has been studied extensively for more
than two decades [22,99]. Model-free approaches directly
regress 3D meshes [18,20,28,33,40,70,74,79,93,95,97] or
voxels [38] from an image, or optimize a Signed Distance
Function (SDF) [61] to fit a face image. Most of these meth-
ods require explicit 3D supervision during training. While
the output is model-free, acquiring the training data typi-
cally relies on a 3D face model (3D Morphable Model, or
3DMM). Thus their ability to reconstruct expressive faces
may be limited by the 3DMM-based reconstruction used to
generate the paired training data [ 18,28, 33, 38,40, 70, 93],
the domain gap between 3DMM-based synthetic training
data and real images [20, 74, 97], or the regularization to-
wards a fixed 3DMM fitting result [16]. Instead, EMOCA
is trained in a self-supervised fashion without any explicit
3D supervision, which enables it to capture less constrained
expressions. Other self-supervised methods do not leverage
face-domain-specific knowledge, which makes them appli-
cable to general objects, but also limits the reconstruction
quality [79, 95]. Unlike EMOCA, none of these model-
free methods separate facial identity from facial expression,
making them inappropriate for applications like expression
re-targeting or animation.

Several works reconstruct the parameters of fixed sta-
tistical models like the Basel Face Model (BFM) [62],
FaceWarehouse [12], or FLAME [51], or jointly learn a
model and reconstruct faces from images [80, 82, 89]. Ex-
isting methods can be categorized into optimization-based
[4,5,9,10,31,45,63,69,84,90] and learning-based. The lat-
ter are trained fully supervised [15,34,42,67,87,88,98] or
self-supervised with predicted 2D keypoints [19,27,52,73,

,80,82,83,96], 2D face contours [52], photometric con-
straints [19,27, 30,76, 80, 82, 83, 96], face recognition fea-
tures [19,27, 30, 76], multi-view constraints [76], or multi-
image constraints [19,27,30,73,80]. Each supervision sig-
nal impacts the reconstructed 3D face in a unique way. Ex-
plicit 3D mesh or model parameter supervision induces a
bias towards the method used to generate the pseudo-ground
truth. Using face recognition features or leveraging multi-
ple images of the same identity during training mainly im-
pacts identity shape and appearance. Keypoint losses im-
pact the facial geometry and image alignment (global trans-
formation, identity and expression shape parameters), but
predicted keypoints are sparse (commonly 51-68 points),
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often inaccurate - especially for extreme expressions and
head poses - and obtaining the optimal embedding of the
corresponding keypoints on the model’s surface is chal-
lenging. Photometric losses impact all model parameters
(global transformation, identity and expression shape, ap-
pearance, and lighting), but, as with the keypoint losses, are
strongly affected by misalignments between the predicted
3D face and the image. While using multi-view data dur-
ing training has the potential to reconstruct more accurate
3D faces, there are no large datasets with a large number of
identities and large diversity in expression, ethnicity, age,
lighting conditions, etc. Consequently, while the field of
monocular in-the-wild face capture has made tremendous
progress, there are still limitations, particularly in the ac-
curacy of the reconstructed expressions, which limit the
emotions that can be perceived from the reconstructed 3D
shapes. EMOCA instead learns to reconstruct expressive
faces by combining emotion features that mainly propa-
gate to the reconstructed expression, with a unique self-
supervised framework that enables us to leverage a large
dataset of diverse expressions.

Emotion analysis from images: Emotion analysis is a
long-standing problem in computer vision and related fields
(see [3, | 1] for comprehensive surveys). Emotional states
are commonly represented as discrete basic [23, 24] (e.g.,
Happiness, Surprise, ...) or compound expression categories
[21] (e.g., happily surprised), continuous valence (positive-
negative) and arousal (relaxed-intensive) values [71], or Fa-
cial Action Units (FACS) activations [25], where each ac-
tion unit (AU) corresponds to a particular emotion-related
facial muscle movement.

Early work on expression recognition extracts geomet-
ric features defining shape and location of face compo-
nents [59,85], appearance features [26,75], or combinations
of these [39, Chapter 19]. Over the last decade, the avail-
ability of large datasets for single-image expression analy-
sis [7, 57] and audio-visual videos [46—48] shifted the fo-
cus from manually designed features to end-to-end trained
models [50]. While early work like Wen and Huang [94]
uses 3D non-rigid surface tracking to extract features for ex-
pression reconstruction, the majority of 3D-based methods
focus on recognizing expressions from 3D scans [58, 72].
Among these, the most relevant to EMOCA, is [65] as they
use 3DMM features to classify three expressions (obtained
by fitting the 3DMM to the scans); most other methods use
diverse 2D and 3D features extracted from the textured 3D
scans.

Few 3DMM-based methods exist to recognize expres-
sions from images. Bejaoui et al. [6] fit a 3DMM to im-
ages, while Chang et al. [15] and Koujan et al. [49] train
a 3DMM parameter regressor, fully-supervised by param-
eters obtained by fitting a 3DMM to images and videos.
From the 3DMM expression parameters, they then learn to

classify different expressions. Most related to EMOCA, Shi
et al. [77] use an expression recognition loss during train-
ing, but with the goal of obtaining a more discriminative
latent representation. These methods focus on recognizing
expressions, not improving 3D reconstruction. In contrast,
EMOCA leverages recent advances in emotion recognition
to reconstruct more expressive 3D faces.

3. Preliminaries

Face model: FLAME [51] is a statistical 3D head model
with parameters for identity shape 3 € R!8!, facial expres-
sion 1 € RI¥l, and pose parameters & € R3**3 for ro-
tations around £ = 4 joints (neck, jaw, and eyeballs) and
the global rotation. Given all parameters, FLAME outputs
a mesh with n,, = 5023 vertices. Formally, FLAME is:

M(B,6,¢) = (V,F), (1

with vertices V. € R™*3 and ny = 9976 faces F €
R™ %3, FLAME comes with an appearance model, con-
verted from Basel Face Model’s albedo space [62] to
FLAME’s UV layout [1]. Given parameters o € RI®/, this
model outputs a FLAME texture map A(a) € R4*4x3,
Face reconstruction: DECA [27] is a publicly available
framework to reconstruct a detailed, animatable 3D face
model from a single image. We follow DECA’s notation
for simplicity. Given an image I, the coarse encoder

Ec(I) = (8,0,%,a,1,¢) 2

outputs FLAME geometry parameters 3, 8,1, albedo «,
Spherical Harmonics (SH) [64] lighting 1 € R?7, and cam-
era ¢ € R3, which is the concatenation of isotropic scale
s € R and translation t € R?. The detail encoder

Eqy(I) =6 3)

encodes I to a subject-specific detail vector 6 € R'2®, To
reconstruct dynamic expression wrinkles, the detail decoder

Fd(671/)70jaw) — D (4)

uses & to parametrize static person-specific details, and
FLAME’s expression 1 and jaw-pose parameters 84, to
generate an expression-dependent detail UV displacement
map D € RIxdx3,

Denoting the rendering function with R [66], the
coarse shape can be rendered to a 2D image as
R(M(B,0,v),a,l,¢) — Ip.. To render the FLAME
mesh, with expression-dependent details, to an image
Irg4, the D are converted to a detailed normal map Ny,
and provided as additional parameters to R; formally
R(M(ﬁ, 0, ’lp), a,lc, Nd) — IRq.

Relative keypoint loss: Given 2D face keypoints k; € R?
and the corresponding keypoints on FLAME’s mesh sur-
face M; € R3, the relative keypoint loss [27] computes



offset vectors between pairs of 2D keypoints and between
the corresponding pairs of projected model keypoints, and
penalizes the difference. Formally, the loss computes as

L= Y ki —k; —sTI(M; = My)|l,, (5
(i,j)eE

where F is a set of landmark index pairs, and IT € R?*3 is
the orthographic 3D-2D projection matrix.

Emotion recognition: For the emotion network, we use
ResNet-50 as the backbone, with a fully connected predic-
tion head that outputs expression classification, valence, and
arousal. See Sup. Mat. for experiments with other back-
bones. The network is trained on AffectNet [57], a large-
scale annotated emotion dataset. We adapt the training set-
ting from Toisoul et al. [86] with minor modifications as
described in the Sup. Mat. The loss function consists of
several terms such as categorical cross entropy for expres-
sion classification, mean squared error and correlation co-
efficient losses for valence and arousal; see Sup. Mat. for
details of the losses. After the network is trained, prediction
heads are discarded, and the features of the final layer of the
backbone network serve as our emotion feature € € RI€l.
We denote the emotion network as A(1) — e.

4. Method: EMOCA

The main goal of EMOCA is to address a significant lim-

itation of the prior art - to recover 3D face shapes from sin-
gle images that convey the full spectrum of emotion. Our
technical contribution is twofold, first, we introduce a novel
emotion consistency loss that is designed to encourage emo-
tion similarity between the input image and the output ren-
dering as training supervision. Second, we leverage parts
of DECA’s [27] trained model in order to only train the
expression part of EMOCA on emotion-rich image data,
while preserving DECA’s identity shape reconstruction per-
formance.
Architecture: EMOCA’s architecture is based on DECA
[27]. As with many state-of-the-art methods, DECA takes
an input image and uses several neural networks to factor
it into shape, albedo, lighting, etc. Given these factors, one
can differentiably render an output image that should look
like the input. Here we exploit this output image in a novel
way by encouraging it to have the same expression as the
input image.

Training models like DECA [27] on emotion-rich image
data [57] is infeasible, due to DECA’s requirement of multi-
ple training images per subject to regularize the training of
the identity shape reconstruction of E. (Eq. 2). Instead, we
augment DECA’s architecture with an additional expression
encoder

Ee(I) = ., (6)

and keep the weights of E,. fixed during training,
thereby retaining the predictions of 3,0, c«,l and c
from DECA, but discarding DECA’s 1. Further, let
R(M(B,0,v.),a,l,¢) — I, denote the rendering of the
output of E, with the expression of the input image, F.(I).

For an overview of the model architecture, see Fig-
ure 2. Training F. only has several advantages: 1) Train-
ing datasets are not required to contain multiple images per
subject. 2) Not training the identity prediction enables us
to remove the face recognition loss. 3) Having fixed pose,
shape, and camera parameters allows us to remove the land-
mark reprojection loss. 4) This results in reduced training
resources, faster training time, and reduced memory con-
sumption due to the lower number of training parameters.
Loss function: In total, we optimize:

L = /\emoLemo + )\phoLpho + )\eyeLeye

+ )\mchc + )\chlc + )\wL'd) (7)

with emotion consistency loss L¢y,,, photometric loss
Lpho, eye closure loss Ly., mouth closure loss L,
lip corner loss L., and expression regularizer L., each
weighted by a factor \,.

Emotion consistency loss: The emotion consistency loss
computes the difference between the emotion features of
the input image e; = A(J) and those of the rendered image,
€ERe = A(IRe) as:

Lemo = d(€I> €R€)7 (8)

with d(€, €2) = ||€1 — €3||,. Instead of measuring a ge-
ometric error, L.,,, computes a perceptual difference be-
tween the input image and the rendered image. Optimizing
this loss during training ensures that the reconstructed 3D
face conveys the emotional content of the input image.
Photometric loss: The photometric loss computes the pixel
error between the input image / and the output rendering
Ipe. Lpno = |Vi© (I — IRe)||1’1 . VI denotes a rendered
mask of the output face shape, with each pixel located in the
face skin region is equal to 1, and 0 elsewhere. The operator
© denotes the Hadamard product.

Eye closure loss: The eye closure loss computes as Loy, =

Lf,jye, where .y is a set of upper/lower eyelid keypoint
pairs. Due to slight misalignment between image landmarks
and projected 3D landmarks, enforcing standard landmark
reprojection losses produces incorrect predictions. Instead,
using (translation-invariant) relative keypoint losses (for eye
closure, mouth closure, and mouth width) is less susceptible
to misalignments.

Mouth closure loss: The loss computes as L,,. = Lim“,
where F.,,. is a set of upper/lower lip keypoint pairs.

Lip corner loss: The lip corner loss computes as L;. =
Li“’ , Where E)j. is the pair of left and right lip corners.
Expression regularization: The expression is regularized

2
as Ly = |[9[[5-
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Figure 2. EMOCA overview. For the coarse training stage (green box), the input image is fed to the coarse shape encoder (initialized from
DECA [27] and fixed) and EMOCA’s trainable expression shape encoder. A textured 3D mesh is then reconstructed from the regressed
identity shape, expression shape, pose, and albedo parameters with FLAME’s geometry and albedo models as fixed decoders. This textured
mesh is rendered by a differentiable renderer with the regressed camera and spherical harmonics lighting. Our novel emotion consistency
loss (Eq. 8) penalizes the difference between the emotion features of the input image and those of the rendered coarse shape, after passing
both images through a fixed emotion recognition network. For the detail training stage (yellow box), EMOCA’s expression encoder is
fixed, and the regressed expression (and jaw-pose) parameters are used to condition the detail decoder.

Detailed stage: The detail training stage adds wrinkle de-
tails that are animatable. Here we follow DECA’s design,
and use the same architecture and losses.

5. Experiments
5.1. Training setting

The first stage (coarse part) of EMOCA is trained with
AffectNet [57] for a maximum of 20 epochs, with early
stopping, using the Adam optimizer [43] and a learning
rate of 5e — 5. We use the same training/validation/testing
split as proposed by [86]. We set Aeymo = 1, Appo = 2,
Aeye = Ae = Ame = 0.5 and Ay, = le — 4. EMOCA’s
second stage (detail part) training is comparable to DECA’s
second stage training. We use the same training data [14,17]
and train with the same settings. Please refer to Sup. Mat.
for more training details.

5.2. Quantitative evaluation

While, for the task of 3D face reconstruction, standard
benchmarks exist to quantitatively evaluate the identity face
shape [29, 73], no such benchmark exists to assess the ac-
curacy of the reconstructed expression. Unlike the identity
shape benchmarks, quantitatively measuring the difference
between a reconstructed 3D facial expression and a ground
truth scan is less meaningful. The errors would be dom-

inated by errors of the reconstructed identity face shape,
and a low geometric error would not necessarily correspond
to a small difference in human perception of the emotion.
Instead, we evaluate EMOCA 1) qualitatively, 2) quantita-
tively for the task of in-the-wild emotion recognition, and 3)
perceptually in an Amazon Mechanical Turk (AMT) study.
Emotion recognition: Our goal is to quantify how much
of the input emotion is conveyed in the reconstructed 3D
face. For this, we apply 3D face reconstruction methods
to in-the-wild emotional face images and evaluate emotion
recognition accuracy based on the 3D reconstruction. Here
we focus on methods that reconstruct a parametric model
of the face, i.e. a 3DMM. To that end, for each 3D face
reconstruction method, we train a 4-layer MLP with Batch
Normalization [37] and LeakyReLUs to regress valence and
arousal levels, and classify expression labels directly from
the predicted 3DMM parameters. The training details are
described in Sup. Mat.

We evaluate emotion recognition on the AffectNet test
set [57] and the AFEW-VA test set [47]. For each method,
we report Concordance correlation coefficients (CCC 1),
Pearson correlation coefficients (PCC 1), root mean squared
error (RMSE |), and sign agreement (SAGR 1) for valence
(V) and arousal (A) regression and accuracy for expression
(E) classification on the test set defined by [86]. EMOCA
outperforms all 3D face reconstruction methods, and is on



Model

| V\PCCt V-CCCt V-RMSE| V-SAGR? | A-PCCt A-CCCt A-RMSE| A-SAGR1? | E-ACC

EmoNet [86] 0.75 0.73 0.32 0.80 0.68 0.65 0.29 0.78 0.68
Deep3DFace [19] 0.75 0.73 0.33 0.80 0.66 0.65 0.31 0.78 0.65
ExpNet [15] 0.45 0.42 0.43 0.73 0.39 0.36 0.38 0.64 0.46
MGCNet [76] 0.71 0.69 0.35 0.80 0.59 0.58 0.34 0.77 0.60
3DDFA_V2 [34] 0.63 0.62 0.39 0.75 0.53 0.50 0.34 0.73 0.52
DECA [27] 0.70 0.69 0.36 0.76 0.59 0.58 0.33 0.74 0.59
DECA w/ details [27] 0.70 0.69 0.37 0.77 0.59 0.57 0.33 0.77 0.58
EMOCA (Ours) 0.78 0.77 0.31 0.81 0.69 0.68 0.30 0.81 0.68
EMOCA w/ details (Ours) 0.77 0.76 0.31 0.81 0.70 0.69 0.29 0.83 0.69

Table 1. Emotion recognition performance on the AffectNet test set [
publicly released by the authors. For EMOCA and the other 3D baselines, we train the recognition module as described in Sec. 5.2. DECA
w/ detail means that DECA’s detail code prediction was included in the input to the regressor, along with the 3DMM parameters. Please
note that EMOCA’s performance is on par with EmoNet and it outperforms all other 3D reconstruction-based methods.

]. The EmoNet performance is measured using the model that is

Figure 3. Comparison of coarse reconstruction methods, from left to right: Input, 3DDFA_V2 [

DECA [

par with the image-based state-of-the-art [86]. For details,
see Tab. 1 for results on the AffectNet dataset and Tab. 1 of
Sup. Mat. for the AFEW-VA dataset.

Note that EMOCA performs on par with EmoNet [86],
which is a recent method for estimating emotion from im-
ages. This confirms that the emotional content is present in
our 3D reconstruction and that 3D shape is sufficient to un-
derstand emotion. This has implications for future research
on emotion recognition.

Perceptual study: The 3D geometry reconstructed from an
image must convey the emotion of the input image. Di-
rectly comparing rendered geometry with an image is diffi-
cult due to the domain gap. Instead, we perform a percep-
tual study using AMT to assess the perceived expression
of emotion from rendered 3D reconstructions. Specifically,

], MGCNet [
] (coarse), and EMOCA (coarse). EMOCA conveys the emotions of the input images better than other methods.

], Deng et al. [19],

given an image, we ask participants to categorize the per-
ceived expression of emotion into one of the 7 basic emo-
tions (Anger, Disgust, Fear, Happiness, Sadness, Surprise,
and Contempt) or as a neutral expression (no emotion). A
single evaluation task contains 75 images in random order;
35 real images, the 35 corresponding rendered reconstruc-
tions (from one method), and 5 qualification samples. The
5 qualification samples are duplicates sampled from the 35
real images, and they are chosen to be of easily recognizable
emotion. Each task is performed by 10 participants. Partic-
ipants that either misclassify the emotion, or inconsistently
label the duplicated images, for at least 2 (of the 5) qualifi-
cation samples are discarded from further analysis to filter
out inattentive and/or uncooperative participants. For each
method, we measure the classification consistency between



each participant’s labels for the rendered images and their
labels for the corresponding real images. If the rendered 3D
meshes contain the emotional content of the images, then
the scores given to both should be consistent.

We select 35 images with balanced emotional content
(i.e., 5 images per basic emotion) from the AffectNet test
set [57]. For each image, we reconstruct 3D faces using
EMOCA, DECA [27], Deep3DFace [19], MGCNet [76]
and 3DDFA_V2 [34]. The classification consistency av-
eraged across participants for each method are: EMOCA
(coarse) 0.68, EMOCA (detail) 0.65, Deep3DFace 0.37,
DECA (coarse) 0.33, DECA (detail) 0.31, MGCNet 0.32,
3DDFA_V2 0.31. In summary, EMOCA preserves the emo-
tional content of images better than the other methods. Note
that, perhaps surprisingly, there is little difference between
the scores for the coarse meshes of EMOCA/DECA and the
detailed ones. Despite more wrinkle detail, our perceptual
experiments suggest that the detailed meshes do not convey
more emotional content. One possible explanation is that,
in addition to adding valid wrinkle details, the detail gener-
ator sometimes adds artifacts in the lip region (e.g. Fig. 1,
col. 1 & 3), and hallucinates details in the forehead (e.g.
Fig. 1, col. 8). These could negatively impact participants’
perception. For the full confusion tables, see the Sup. Mat.
Emotion recognition vs. perceptual study: There is a con-
siderable discrepancy between the results of the automatic
emotion recognition results and the perceptual study results,
in particular for Deep3DFace [19]. Deep3DFace performs
much better on the emotion recognition task (slightly below
SOTA), than on the perceptual study. Unlike EMOCA, it is
not capable of producing highly emotional reconstructions
(see Fig. 3). We hypothesize that the automatic predictors
are capable of detecting more subtle cues than humans. We
investigate this by measuring the agreement (i.e., percent-
age of matching predictions) between the method’s classi-
fier (from the reconstructed face parameters) and the par-
ticipant’s annotation of the input images from the percep-
tual study. The results are: EMOCA 62% and Deep3DFace
62%. This indicates that the predicted parameters for both
methods contain a similar amount of information about the
emotions compared to the annotations of the input images.
However, the agreement between the method’s classifier
and the participant’s annotation of the rendered reconstruc-
tions is for EMOCA 48%, and for Deep3DFace 26%. In
other words, EMOCA is signficantly more in agreement
with human perception.

5.3. Qualitative evaluation

We provide a visual comparison of the coarse shape re-
construction methods in Fig. 3. Observe that EMOCA out-
performs all the previous methods in terms of capturing the
emotional content of the original image in the reconstructed
expression. In Fig. 4 we compare our detail reconstruc-

Figure 4. Comparison of 3D reconstructions with detail displace-
ments. Top: Input, Middle: DECA [27], Bottom: EMOCA.
EMOCA results contain more expression-dependent details that
better convey the emotion of the input images than DECA.

tions to DECA’s detail reconstruction. Compared to DECA,
our detailed displacement better captures the fine details of
highly emotional input images.

5.4. Ablation experiment

Table 2 shows the effect of ablating the training data and
the emotion consistency loss. The table summarizes the ef-
fect of EMOCA trained w/ and w/o the emotion consistency
loss, and using the DECA data only [14, 17] instead of the
AffectNet training data [57].

6. Discussion and limitations

Baseline: EMOCA builds on top of DECA due to its
state-of-the-art identity shape reconstruction performance.
We found in our experiments that the recently released
Deep3DFaceRecon [2] gives better 3D face reconstruc-
tions than reported in the paper [19], and in some cases,
it outperforms DECA in terms of the reconstructed expres-
sion. Combining our emotion consistency loss with the
Deep3DFaceRecon framework to further improve their re-
constructed expressions is worth further investigation.
Image alignment: DECA sometimes predicts 3D faces that
are slightly misaligned with the input images. EMOCA in-
herits this limitation due to the fixed coarse shape encoder.
Further, while EMOCA reconstructs more expressive faces
that better convey the emotion of the input image, expres-
sions are also sometimes misaligned. Mitigating these arti-
facts, and better balancing the trade-off between geometric
alignment and emotion similarity, requires further work.
Emotion embedding analysis: We assume that the emo-
tion embedding extracted by the emotion recognition net-
work has desirable properties to guide the optimization
of FLAME’s expression parameters. We found that the
emotion recognition loss is more difficult to optimize and
it requires more careful weighting of the loss compared
to the identity recognition losses used in previous work
[19,27,30]. Directly using the pre-trained EmoNet [86]



Model | V\PCC+ V-CCCt V-RMSE| V-SAGR? || APCCT A-CCCT A-RMSE| A-SAGRT | E-ACC 1
DECA [27] 0.70 0.69 0.36 0.76 0.59 0.58 0.33 0.74 0.59
EMOCA DS w/o Emo 0.70 0.69 0.37 0.78 0.61 0.58 0.32 0.79 0.60
EMOCA w/o Emo 0.68 0.66 0.36 0.74 0.59 0.58 0.32 0.77 0.59
EMOCA DS 0.77 0.76 0.31 0.82 0.69 0.67 0.29 0.79 0.68
EMOCA 0.78 0.77 0.31 0.81 0.69 0.68 0.30 0.81 0.68

Table 2. Ablation experiment. Effect of ablating the data and the emotion consistency loss on EMOCA evaluated on the emotion
recognition task. From top to bottom, we see the performance of DECA, EMOCA trained on the DECA dataset w/o emotion loss,
EMOCA w/o emotion loss, EMOCA trained on the DECA dataset, and EMOCA. We refer to DECA’s training data as DECA dataset (DS),

which is a combination of VGGFace2 [14], and VoxCeleb2 [

]. The key finding is that novel emotion consistency loss is critical for

the performance of this task, as with emotion loss, EMOCA’s performance improves. Finetuning on AffectNet, which has a much richer
variety of facial expressions, only marginally increases in performance over training on DECA’s original training data (DS).

for instance did not provide sufficient supervision. How-
ever, our work is the first to demonstrate how to use emotion
recognition features to guide the task of 3D geometry recon-
struction. In addition using our emotion consistency loss to
train EMOCA, we have experimented with the applicability
of emotion features for the tasks of emotion retrieval and
emotion retargetting via FLAME expression parameter op-
timization (see Sup. Mat.).

Emotion network architecture: Using a pre-trained state-
of-the-art emotion recognition network [86] does not pro-
vide satisfactory supervision during optimization or train-
ing. Instead, it produces strong artifacts in the recon-
structed geometry. To overcome this, we investigate differ-
ent ResNet [35] and Swin Transformer [53] based emotion
network architectures, and show the effect of different net-
works in the Sup. Mat. Based on this analysis, we use a
ResNet-50 backbone for our emotion network.

Jaw rotations: While FLAME’s jaw rotation parameters
0,4, contribute to facial expressions, we found the opti-
mization of 6,4, to be unstable while training EMOCA.
We hypothesize, that this is due to the lack of a good prior
for the jaw rotation. However, using different simplified
priors for the jaw pose like a simple L2 regularizer did not
give satisfactory results. We offer a more detailed discus-
sion in Sup. Mat. Investigating the effect of more advanced
data-driven jaw priors when optimizing the emotion loss is
subject to future work.

Implementation details: For details on all hyper parame-
ters and discussion on design choices see the Sup. Mat.

7. Conclusions

We have presented EMOCA, a method that takes a single
in-the-wild image and reconstructs a 3D face with sufficient
facial expression detail to convey the emotional state of the
input image. EMOCA is trained in a self-supervised fash-
ion from a large dataset of emotion-rich images. A novel
emotion similarity loss provides supervision on the recon-
structed expressions during training. The emotion similar-
ity relies on deep features extracted from a neural network

trained for single-image affect (emotion) recognition in-the-
wild. EMOCA reconstructs 3D face shape on par with cur-
rent state-of-the-art methods but outperforms them in terms
of the quality of the reconstructed expression. Further, us-
ing the reconstructed expression parameters for the task of
in-the-wild emotion recognition, EMOCA outperforms ex-
isting 3DMM-based face reconstruction methods and gives
on par results with the best purely image-based method.

In summary, this is the first in-the-wild monocular face
reconstruction work that puts explicit emphasis on the per-
ceptual quality of the expression and the emotion it com-
municates instead of standard geometric and photometric
losses. This presents a new direction for the monocular face
reconstruction community. This work has potential to fur-
ther combine the fields of monocular 3D face reconstruc-
tion and emotion analysis. Further, downstream application
of this work can be employed in the industry, including but
not limited to gaming, movies, AR/VR and communication.

Of course, any improvement to 3D face acquisition and
animation may also enable more realistic ‘deep fakes.” Sub-
tle emotional cues are individualistic and reproducing these
could make it harder to detect such fakes. While cognizant
of the risks, we are also sensitive the the importance of fa-
cial emotion in human communication. The trend towards
emotional avatars in games and communication is clear. If
communicative avatars do not properly communicate emo-
tion, that, in itself presents a risk of misunderstandings.
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