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- Goal - Our Approach: POP —-Results

Improved representation power

A pose-dependent shape model of clothed humans that * Represent 3D clothed humans as dense point clouds, decoded from continuous bilinear local features.
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