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{aranjan, jjanai, ageiger, black}@tue.mpg.de

1. Appendix
This supplementary document provides additional re-

sults on White-box and Black-box attacks as well as an
analysis of FlowNet2 [3] and Back2Future [4] under the
Zero-Flow test. In the video 1, we show real world attacks
using a printed patch placed in the environment.

1.1. White-box Attacks

Additional qualitative results for White-box attacks us-
ing patches of size 51 × 51 and 102 × 102 are shown in
Figure 1 and Figure 2, respectively. We observe that the ef-
fect of the patch is more prominent with larger patch sizes.
In agreement with the main paper, we note that spatial pyra-
mid architectures are more robust, as compared to encoder-
decoder architectures.

1.2. Black-box Attacks

The universal patch is shown in Figure 3. Table 1 shows
the performance of optical flow methods when the adversar-
ial patch has zero motion w.r.t. the camera. In comparison
to the moving Black-box attacks considered in the main pa-
per, we observe similar effects on all networks and base-
lines with the adversarial patch. While encoder-decoder
networks are strongly affected by the attacks, spatial pyra-
mid networks and classical methods are more robust.

In Figures 4 - 10 we show some additional qualitative
results for the Black-box attack with patches moving ac-
cording to the scene as described in the main paper. These
examples demonstrate the feasibility of such attackes in the
real world. In Figure 5, for instance, the patch is attached to
and moves with a traffic sign, while Figures 6, 9 illustrate
cases when a patch is printed on a wall and a car.

Evaluation without considering the Patch Region. We
also evaulated the effect of the patch without considering
the patch region. In case of Black-box attacks (Table 2)
the flow outside of the patch region has a similar level of
degradation as our results considering the patch region. The

1http://flowattack.is.tue.mpg.de/

Unattacked Attacked
EPE EPE Rel

FlowNet2 [3] 11.90 30.99 +160 %
PWCNet [7] 11.03 11.16 +1 %
FlowNetC [2] 14.56 77.78 +434 %
SpyNet [5] 20.26 20.65 +2 %
Back2Future [4] 17.49 17.76 +2 %
Epic Flow [6] 4.52 4.57 +1 %
LDOF [1] 9.20 9.30 +1 %

Table 1. Black-box Attacks. Attacks on different optical flow
methods using a universal patch that is static w.r.t. the camera.
Methods below the line were not used for training the patch.

Unattacked Attacked
W Patch W/O Patch W Patch W/O Patch

FlowNetC 14.56 14.56 86.12 80.69
PWCNet 11.03 11.03 11.01 11.08
FlowNet2 11.90 11.90 36.13 34.18
SpyNet 20.26 20.26 20.39 20.50
Back2Future 17.49 17.49 17.44 17.59

Table 2. Black-box Attacks. Comparison of the evaluation results
with and without considering the attacking patch region.

unattacked results only show minimal changes below the
second decimal place because of the small patch size (≈
1%).

1.3. Zero-Flow Test

We show feature map visualizations for FlowNet2 and
Back2Future under the Zero-Flow test in Figures 11 and 12
respectively. We note that the feature maps of FlowNet2
are not spatially invariant, which is consistant with other
networks examined in Section 5 of the main paper. The
stacked FlowNetS (part of FlowNet2) seems to be less vul-
nerable to the adversarial patch as compared to FlowNetC
(part of FlowNet2). We also observe that the fusion part of
FlowNet2 dramatically amplifies the degradations in opti-
cal flow predictions. The deconvolution layers show similar
checkerboard artifacts as FlowNetC and PWC-Net analysed
in Section 5 of the main paper.
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Figure 1. White-box Attacks on all networks using 51x51 patches.
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Figure 2. White-box Attacks on all networks using 102x102 patches.

For Back2Future, we note that, although the feature
maps are not spatially invariant, their magnitude remains
small irrespective of the presence or absence of the adver-
sary. Interestingly, Back2Future gives reasonable flow pre-
dictions at coarser levels of the pyramid unlike PWC-Net,
even though they share a common architecture.

We note that the problem of spatially variant feature
maps continue across all the examined networks, along with
the checkerboard artifacts.
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Figure 3. “Universal” Patch obtained by optimizing over FlowNet2 and PWCNet. Patch is enlarged for visualization.
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Figure 4. Black-box Attacks. Universal patch trained on FlowNet2 and PWC-Net used on all approaches. For this evaluation, we move
the patch according to the static scene.
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Figure 5. Black-box Attacks. Universal patch trained on FlowNet2 and PWC-Net used on all approaches. For this evaluation, we move
the patch according to the static scene.
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Figure 6. Black-box Attacks. Universal patch trained on FlowNet2 and PWC-Net used on all approaches. For this evaluation, we move
the patch according to the static scene.
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Figure 7. Black-box Attacks. Universal patch trained on FlowNet2 and PWC-Net used on all approaches. For this evaluation, we move
the patch according to the static scene.
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Figure 8. Black-box Attacks. Universal patch trained on FlowNet2 and PWC-Net used on all approaches. For this evaluation, we move
the patch according to the static scene.
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Figure 9. Black-box Attacks. Universal patch trained on FlowNet2 and PWC-Net used on all approaches. For this evaluation, we move
the patch according to the static scene.
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Figure 10. Black-box Attacks. Universal patch trained on FlowNet2 and PWC-Net used on all approaches. For this evaluation, we move
the patch according to the static scene.
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Figure 11. Zero-Flow Test. Feature maps of Flownet2 under the Zero-Flow test. Top to bottom, we show rows corresponding to FlowNetC,
FlowNetS, FlowNetS, FlowNetSD and FlowNet Fusion that constitute FlowNet2.
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Figure 12. Zero-Flow Test. Feature maps of Back2Future under Zero-Flow test. Top to bottom, we show rows corresponding to forward
and backward parts of Back2Future in a multi-frame set up.


