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Human and camera motion in global space

Input video

● Input: RGB video of multiple people captured with moving 
camera

● Output: Motion of humans and camera in the same global 
coordinate frame along with a ground plane.

● Existing works, e.g. GLAMR [1], only rely on local body 
motion to estimate global motion. However, there are 
several issues with mapping from local motion to global 
trajectories:
○ mapping is ambiguous especially under root rotations,
○ local body motion estimation can be erroneous,
○ people can also move in-place.

Erroneous local body pose estimationIn-place movement

● Other methods, e.g. SLAHMR [2], rely on SLAM to jointly 
recover human and camera motion. However, SLAM 
algorithms:
○ provide camera motion up to a scale
○ assume a static scene and suffer when there are 

dynamic objects
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Human and camera motion in global space

● Given a video with dynamic human and camera motions, we first use off-the-shelf methods to 
obtain initial 2D human pose, 3D human motion, and camera motions.

● We propose a unified optimization framework 
that optimizes the global human motions and 
full camera trajectories to reduce 2D pose 
errors, increase motion likelihood under 
human motion prior, and match background 
features.

● The final output is coherent human and 
camera motion in global space.

ensures that the reconstructed human motion is 
plausible and agrees with the image evidence.

ensures that joints with floor contact have 0 
velocity and they are above ground.

ensures that the reconstructed camera motion is 
smooth and consistent with the static scene 
motion

Temporal smoothness2D reprojection loss Motion prior loss Batch consistencySMPL losses

Contact velocity Joints above ground Static scene loss Camera smoothness

HCM dataset
● Current datasets lack annotation 

of both human and camera 
parameters.

● HCM is a synthetic dataset that 
has human body and camera 
motion annotations

● Humans: Renderpeople
● Scenes: Unreal engine
● Motion: AMASS [3] dataset
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Results of GLAMR and PACE on various in-the-wild videos

Optimized camera trajectories on HCM datasets
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