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1 Supplementary Material
The supplementary material provides our alignment code and the images we tested on in
the paper along with additional images. See the README included with the supplementary
material for the usage of the code.

See Figure 1 for example image regions we tested on. Note that the set of images (Takeo,
Car, Knee, and Simon) we tested on in the paper includes the images used by Baker and
Matthews [1] and Evangelidis and Psarakis [2]. See Figure 2 for the results of the parameter
experiments and Figure 3 for the results of the convergence experiments. The details of each
of these experiments are described in the paper and the figures presented here give results
for an extended set of images.

For the parameter experiments, the "Search" method performs equal to or comparably
to the best set of fixed parameters for all of the image regions. For the convergence experi-
ments, the DF method is either the best performing algorithm or among the best performing
algorithms on all the images except Image 8. Interestingly, the DF SIFT method performs
very well on this image. A possible explanation for this is that the image region is relatively
uniform which causes the DF method based on image intensity to get stuck in local minima
while the DF SIFT method is based on gradients and the more sparse gradients are less likely
to cause the method to get stuck in local minima.
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Figure 1: Example image regions tested on, including those used in the paper (Takeo, Car,
Knee, and Simon).
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Figure 2: Results of experiments testing the use of fixed kernel parameters versus automatic
selection. The first three columns show convergence rates for image pairs that differ by a
geometric, but not a photometric, transformation and the last three columns show conver-
gence rates for image pairs that differ by both a geometric and photometric transformation.
“Search” refers to the automatic selection of kernel parameters.
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Figure 3: Results of experiments comparing convergence rates of different algorithms. The
first three columns show convergence rates for image pairs that differ by a geometric, but
not a photometric, transformation. The last three columns show convergence rates for image
pairs that differ by both a geometric and photometric transformation, and that have Gaussian
noise with standard deviation of 8 added to their pixel values.


